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a b s t r a c t

Fuel cell micro-cogeneration is a nascent technology that can potentially reduce the energy consumption
and environmental impact associated with serving building electrical and thermal demands. Accurately
assessing these potential benefits and optimizing the integration of micro-cogeneration within buildings
requires simulation methods that enable the integrated modelling of fuel cell micro-cogeneration devices
with the thermal and electrical performance of the host building and other plant components. Such a
model has recently been developed and implemented into a number of building simulation programs as
part of an International Energy Agency research project. To date, the model has been calibrated (tuned)
for one particular prototype 2.8 kWAC solid-oxide fuel cell (SOFC) micro-cogeneration device. The cur-
rent paper examines the validity of this model by contrasting simulation predictions to measurements
from the 2.8 kWAC prototype device. Good agreement was found in the predictions of DC power pro-

duction, the rate of fuel consumption, and energy conversion efficiencies. Although there was greater
deviation between simulation predictions and measurements in the predictions of useful thermal out-
put, acceptable agreement was found within the uncertainty of the model and the measurements. It is
concluded that the form of the mathematical model can accurately represents the performance of SOFC
micro-cogeneration devices and that detailed performance assessments can now be performed with the
calibrated model to examine the applicability of the 2.8 kWAC prototype device for supplying building
electrical and thermal energy requirements.
. Introduction

Fuel cell micro-cogeneration devices concurrently produce elec-
ricity and heat from a single fuel source at a scale that is suitable
or use in single-family houses (< 15 kWe). These emerging tech-
ologies offer a number of potential benefits: reduced primary
nergy consumption, reduced greenhouse gas emissions, reduced
lectrical transmission and distribution losses, and alleviation of
lectrical grid congestion during peak periods. Numerous compa-
ies are actively developing fuel cell micro-cogeneration devices
nd introducing these to market [1,2].

Fuel cell micro-cogeneration devices have only modest fuel-
o-electrical conversion efficiencies. Several researchers have

easured the performance of natural-gas-fired prototype devices

ased upon proton exchange membrane (PEMFC) and solid-
xide fuel cells (SOFC) [3–13]. They have found efficiencies
o be in the range of 10–40% in terms of the net alternat-
ng current (AC) electrical output relative to the source fuel’s
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lower heating value (LHV). Promising results have also been
obtained with a developmental alkaline fuel cell (AFC) device
[14].

Although these results are encouraging for early proto-
types, these electrical efficiencies are relatively low compared
to state-of-the-art natural-gas-fired central power generation:
combined-cycle central power plants can achieve efficiencies in
the order of 55% [15,16]. As such, if fuel cell micro-cogeneration
is to compete with the best-available central power generation
technologies, it is critical that the thermal output be well uti-
lized. Potential uses of this thermal output include space heating,
domestic hot water (DHW) heating, and space cooling (through a
thermally activated cycle).

Therefore, in order to accurately assess the overall energy
performance of fuel cell micro-cogeneration and to optimize inte-
gration and control strategies it is imperative that the coupling
between the micro-cogeneration device, supporting components

for transferring and converting the thermal output, the building,
its occupants, and climate be considered in an integrated fashion.
Such an integrated modelling approach could be used to explore
answers to significant questions on the applicability and impact of
the technology, such as

http://www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
mailto:Ian_Beausoleil-Morrison@carleton.ca
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What are the net energy and greenhouse gas (GHG) impacts and
the impact upon the central electrical grid?
What combinations of building envelopes, occupancy patterns,
and climate are favourable for micro-cogeneration?
What are the optimal dispatch strategies: electric load following,
thermal load following, economic dispatch, minimization of GHG
emissions from the central electrical grid?
How should the building’s thermal plant (thermal storage, auxil-
iary heating, pumps, heat exchangers) be designed and controlled
to maximally exploit the thermal output?
What are the appropriate electrical generation and thermal stor-
age capacities for single-family and multi-family housing?

These factors motivated the formation of Annex 42 of the
nternational Energy Agency’s Energy Conservation in Buildings
nd Community Systems Programme (IEA/ECBCS). This interna-
ional collaborative project developed, validated, and implemented

odels of micro-cogeneration devices for whole-building simu-
ation programs. The IEA/ECBCS Annex 42 mathematical model
or simulating the performance of fuel cell micro-cogeneration
ystems [17,18] is a system-level quasi-steady-state model that
onsiders the thermodynamic performance of all components
hat consume energy and produce thermal and electrical output.
he model relies heavily upon empirical information that can be
cquired from the testing of coherent systems or components and
s designed for operation at a time resolution in the order of min-
tes.

This model has been calibrated (i.e. its input data established) to
epresent the performance of a 2.8 kWAC SOFC micro-cogeneration
evice [19,13]. A series of 45 experiments were conducted on this
evice under varied and controlled boundary conditions. Measure-
ents of the device’s fuel and air consumption, power production,

hermal output, etc., under these operating conditions were used
o calibrate the various aspects of the model.

Sixteen additional experiments were performed with different
ombinations of boundary conditions. These experiments were dis-
unct from the 45 experiments whose data were used to calibrate
he model (the calibration experiments). The current paper uses the
ata from these 16 validation experiments to examine the validity of
he mathematical model (as described in [17,18]) and the accuracy
f its calibration (as documented in [19,13]).

A brief review of pertinent aspects of the mathematical
odel is first provided, followed by a concise presentation

f the model’s calibration to represent the prototype SOFC
icro-cogeneration device. The majority of the paper is dedi-

ated to comparisons between simulations conducted with the
alibrated model and measurements from the validation experi-
ents.

. Model description

The fuel cell micro-cogeneration model is based upon an energy
alance approach. For reasons of extensibility and adaptability it
iscretizes the micro-cogeneration system’s components into con-
rol volumes that produce electrical power, supply air, capture
eat from the hot product gases, etc. Energy balances are formed
nd solved for each control volume on a time-step basis, this to
ccurately treat the interactions with the building, the occupants,
nd control systems. Each control volume is modelled in as rigor-
us a fashion as possible given the constraints of computational
fficiency and the need to calibrate model inputs based upon the

esting of coherent systems.

The discretization scheme is illustrated in Fig. 1. Each con-
rol volume is identified with italicized text and represented by
ashed lines. Mass and heat flows are indicated with solid arrows.

n this figure only the control volumes pertinent to the SOFC micro-
r Sources 195 (2010) 1416–1426 1417

cogeneration device considered in the current paper are illustrated
for the sake of clarity. These include:

• The fuel cell power module (FCPM) which includes the reformer,
stack, and afterburner. This control volume is supplied with
streams of air and fuel and produces a stream of hot prod-
uct gases resulting from the electrochemical and combustion
reactions. The FCPM’s net direct current (DC) power produc-
tion exits the control volume. This control volume also transfers
heat to the dilution air control volume and to the containing
room.

• An exhaust-gas-to-water heat exchanger. This device transfer
heat from the incoming hot product gases and transfers this
energy to a water stream which is coupled to the building’s heat-
ing plant, that is it produces the device’s useful thermal output.

• A DC–AC power conditioning unit.
• A dilution air system with optional heat recovery ventilator as

used in some systems to draw air through the cabinet to control
skin losses to the containing room. This control volume is sup-
plied with cool air and receives a heat transfer from the FCPM. The
heated air exiting the dilution air control volume is mixed with
the heat exchanger’s cooled product gases to form the device’s
exhaust-gas stream.

The interested reader is referred to [18,17] for a complete repre-
sentation of the model, which can be configured to represent both
SOFC and PEMFC micro-cogeneration devices.

Relevant aspects of the model’s treatment of the individual con-
trol volumes are presented in the following subsections.

2.1. Energy balances

The fuel cell’s stack, reformer, and afterburner are represented
by a control volume known as the fuel cell power module (FCPM).
Its energy balance can be written in the following form,1

Ḣfuel + Ḣair = Pel + ḢFCPM-cg + qskin-loss + qFCPM-to-dilution (1)

where Ḣfuel and Ḣair represent the enthalpy carried into the control
volume by the fuel and by the air required to support electrochem-
ical and combustion reactions, as well as the excess air. Pel is the
net DC power production, that is the stack power less ohmic losses
in cabling and the power draw of ancillaries such as the fan that
supplies the air. ḢFCPM-cg represents the enthalpy carried out of the
control volume by the exiting gas stream composed of the prod-
ucts of the electrochemical and combustion reactions, the excess
air, and the inert constituents of the fuel. The final two terms in Eq.
(1) represent thermal losses: qskin-loss is the radiant and convective
heat transfer to the containing room while qFCPM-to-dilution repre-
sents the heat transfer from the FCPM to the air stream which is
drawn through the micro-cogeneration device’s cabinet to comply
with gas venting requirements of safety codes.

The thermal energy of the FCPM’s hot exhaust gases (repre-
sented by the ḢFCPM-cg term in Eq. (1)) is transferred through a heat
exchanger to a water loop connected to the building’s plant. This
provides the micro-cogeneration device’s useful thermal output
(qHX). The sensible component of this heat transfer is character-
ized with the log mean temperature difference (LMTD) method for
counterflow heat exchangers while the latent term is characterized
1 The structure of the model is generic in order to treat all fuel cell micro-
cogeneration systems including PEMFC. Terms that are not relevant to the particular
SOFC micro-cogeneration device treated in this paper are not shown here for the
sake of clarity.
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At each time-step of a simulation (typically 1–5 min), the build-
Fig. 1. Mod

y estimating the rate of condensation. This is given by

qHX = qsensible + qlatent

= (UA)eff · (TFCPM-cg − Tw-out) − (Tg-out − Tw-in)
ln((TFCPM-cg − Tw-out)/(Tg-out − Tw-in))

+ ṄH2O-cond · ĥfg

(2)

here TFCPM-cg is the temperature of the hot gases exiting the FCPM
nd entering the heat exchanger and Tg-out is the temperature of
he cooled gases exiting the heat exchanger. Tw-in is the temper-
ture of the cold water at the heat exchanger inlet and Tw-out is
he temperature of the warmed water exiting the heat exchanger.
UA)eff is the effective product of the heat transfer coefficient and
rea (W K−1). ṄH2O-cond is the rate of condensation of water from

he gas stream (kmol s−1) and ĥfg is the molar heat of vapourization
f water (J kmol−1).

A power conditioning system converts the FCPM’s DC output
o AC power to supply the building’s electrical loads and perhaps
o export power to the grid. A simple energy balance is used to
epresent the control volume for this device

AC = �PCU · Pel (3)

here PAC represents the micro-cogeneration device’s AC power
roduction and �PCU is the DC–AC power conversion efficiency.

Eqs. (1)–(3) outline the methods used to characterize the energy
alances for three of the model’s control volumes. Similar tech-
iques are employed for the remaining six control volumes.

.2. Empirical coefficients
There is a great deal of interdependency between the energy
alances representing each control volume as well as between the

ndividual terms of the energy balances. For example, the net DC
ower production (appearing in Eqs. (1) and (3)) is related to the
retization.

fuel consumption (and thus the Ḣfuel term of Eq. (1)) through the
FCPM’s electrical efficiency

�el = Pel

Ṅfuel · LHVfuel
(4)

where �el is the electrical efficiency and Ṅfuel is the molar flow rate
of the fuel.

Many of the individual terms of the energy balances are empir-
ical in nature and are evaluated on a time-step basis. For example,
the FCPM’s electrical efficiency required by Eq. (4) is given by,2

�el = �0 + �1 · Pel + �2 · P2
el (5)

where �i are empirical coefficients.
Similarly, (UA)eff required in Eq. (2) is expressed as a parametric

relation of the water (Ṅw) and gas (Ṅg) flow rates through the heat
exchanger

(UA)eff = hxs,0 + hxs,1 · Ṅw + hxs,2 · Ṅ2
w + hxs,3 · Ṅg + hxs,4 · Ṅ2

g (6)

where hxs,i are empirical coefficients.
The DC–AC power conditioning efficiency is given by

�PCU = u0 + u1 · Pel + u2 · P2
el (7)

where ui are empirical coefficients.
Expressions similar to Eqs. (5)–(7) are used to evaluate many of

the other terms in the energy balances on a time-step basis.

2.3. Solution procedure
ing simulation program invokes the fuel cell micro-cogeneration

2 Eq. (5) also contains terms that express degradation as a result of operational
time and stop–start cycling, but these are omitted here for the sake of clarity.
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Fig. 2. Eq. 5 versus measurements for calibration experiments.

Table 1
Goodness-of-fit metrics for calibrations of each equation term.

Average error Rms error Max error

�el 0.4% 0.6% 1.2%
Ṅair 2.3% 2.8% 5.6%
(UA)eff 1.9% 2.1% 3.2%
Heat exchanger condensation 11% 12% 21%

measured values over the 28 experiments used in this calibration.
The latter compares the calibrated value of qFCPM-to-dilution (treated
as a constant value in the model) against the value derived from
I. Beausoleil-Morrison / Journal of

odel and passes it a control signal requesting a given AC power
utput (PAC). The fuel cell’s operating point is established by deter-
ining the FCPM’s net DC power production (Pel) through solution

f Eqs. (7) and (3). The electrical efficiency (�el) is calculated with
q. (5) and the required fuel consumption (Ṅfuel) determined with
q. (4). A polynomial expression is used to estimate the enthalpy of
ach constituent of the fuel (CH4, C2H6, N2, etc.) as a function of its
upply temperature [20]. This along with Ṅfuel establishes the first
erm of Eq. (1) energy balance. Clearly, any errors in the evaluation
f Eqs. (3)–(5), and/or (7) or in the �i or ui empirical coefficients
ill lead to errors in the determination of the fuel consumption.

Similar methods are used to establish the other terms of Eq. (1),
hich is then solved to yield the enthalpy carried out of the control

olume by the gas stream (ḢFCPM-cg). The composition of this gas
tream is determined by assuming complete reactions between the
uel constituents and the air’s O2,

xHy +
(

x + y

4

)
· O2 → x · CO2 + y

2
· H2O (8)

When the flow rates of CO2 and H2O determined with Eq. (8)
re added to the flow rates of the non-reacting fuel and air con-
tituents, the composition and flow rate (Ṅg) of the product gas
tream are established. The polynomial function mentioned above
s then applied in an iterative manner to establish the tempera-
ure (TFCPM-cg) corresponding to the value of ḢFCPM-cg solved by
q. (1). Clearly, any errors in the evaluation of any of the above-
entioned equations (and others not mentioned here) or any errors

n their empirical coefficients would lead to errors in the estimate
f TFCPM-cg.

This temperature is then used in the modelling of the heat
xchanger. Firstly, the flow rate of the product gas stream (Ṅg) is
sed to establish (UA)eff using Eq. (6). Eq. (2) is re-arranged and then
olved to determine the micro-cogeneration device’s useful ther-
al output (qHX) and the heat exchanger’s exiting gas and water

emperatures. Once again, any errors in the evaluation of the many
erms that lead to Ṅg and TFCPM-cg will propagate into errors in the
rediction of qHX.

. Model calibration

The previous section outlined some of the model’s equations
equiring empirical coefficients (5)–(7). These coefficients are the
odel’s inputs. The form of these empirical equations was cho-

en to facilitate model calibration based upon the testing of
oherent fuel cell micro-cogeneration systems. The calibration pro-
ess essentially involves the design and execution of experiments
hat isolate the performance of specific aspects of the micro-
ogeneration system. Quantities are derived from the measured
ata and regressions performed to establish the empirical coeffi-
ients.

As mentioned in the paper’s introduction, such a calibration
as been performed for a prototype micro-cogeneration sys-
em. The experimental configuration, types of instrumentation
mployed, operating scenarios examined, uncertainty analysis, and
ata regression methods are detailed in [13].

Fig. 2 illustrates this effort’s calibration of Eq. (5). Seven exper-
ments were performed over a range of Pel. For each of these 7
xperiments, the value of Pel was derived from two voltage mea-
urements and two current measurements (one pair to establish
he stack power production less cabling ohmic losses and the other
he DC power draw of ancillaries). These derived Pel values along

ith measurements of Ṅfuel were used to evaluate Eq. (4) to derive

he value of �el for each of the 7 experiments. The value of LHVfuel
equired by Eq. (4) was derived from the fuel’s composition as
etermined through gas chromatography. The �el values derived
rom the measurements are plotted along the figure’s x-axis. The
�PCU 0.1% 0.2% 0.2%
qFCPM-to-dilution 3.2% 3.9% 7.7%
qskin-loss ±20% of nominal value

error bars represent the uncertainty at the 95% confidence level, as
determined by propagating instrument bias errors and precision
indices using the methods described by [21,22] and as detailed in
[13].

The experiments resulted in 7 pairs of derived �el and Pel values.
A non-linear regression of Eq. (5) was performed with these data to
yield the calibrated �i empirical coefficients. The �el subsequently
determined with Eq. (5) using these calibrated �i coefficients are
plotted on the y-axis of Fig. 2. Essentially this figure examines the
ability of Eq. (5) and the calibrated �i coefficients to represent the
data from which the coefficients were derived. Table 1 presents
the average deviation (error) in �el between the calibration and the
values derived from the measurements from the 7 experiments.
It also presents the root-mean-square (rms) and the maximum
errors.

This calibration procedure was repeated for all terms pertinent
to this SOFC micro-cogeneration device.3Figs. 3 and 4 illustrate the
calibration of two of these terms. The former compares the cali-
brated air supply rate (see the second term of Eq. (1)) against the
measurements for the 7 experiments used in this calibration. The

3 The model is general in nature and as such includes control volumes and terms
not relevant to this particular device.
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Fig. 3. Ṅair calibration versus measurement for calibration experiments.

ncertainty associated with this derived quantity is significant, for
easons explained in [13].

Table 1 presents the goodness-of-fit metrics for these two cal-
brations, as well as those for most other calibrations pertinent to
he SOFC micro-cogeneration device. (The calibration of the FCPM’s
ransient response characteristics are not treated here as they have
o bearing upon the subject of the current paper.) An estimated
ncertainty rather than goodness-of-fit metrics are presented for

he qskin-loss term of Eq. (1) since it was determined from a sin-
le experiment during which infrared images were captured of the
icro-cogeneration device’s external surfaces. These were used to

stimate surface temperatures and classic heat transfer relations

ig. 4. qFCPM-to-dilution calibration versus measurement for calibration experiments.
r Sources 195 (2010) 1416–1426

were used to estimate the free convection and longwave radiation
losses. The uncertainty of this calibration of this term was estimated
to be 20% of its nominal value of 729 W.

Figs. 2–4 and Table 1 demonstrate that the calibrations of the
individual terms of the model accurately represent the calibration
data. Worthy of note are the significant uncertainties associated
with predicting condensation in the heat exchanger, as well as with
the dilution and skin loss heat transfer terms. A more rigorous test
of the quality or validity of the calibration as well as the model itself
is presented in the next section.

4. Validation approach

4.1. Methodology

The validation of building simulation programs is a complex
and challenging field that has existed almost as long as building
simulation itself. Extensive efforts have been conducted under the
auspices of the International Energy Agency, the American Society
of Heating, Refrigerating, and Air-Conditioning Engineers, the Euro-
pean Committee for Standardization (CEN), and others to create
methodologies, tests, and standards to verify the accuracy and reli-
ability of building simulation programs. Notable examples include
[23–27].

In addition to providing consistent methods for comparing pre-
dictions from simulation programs, these initiatives have proven
effective at diagnosing errors: inadequacies of simplified math-
ematical models at representing the thermodynamic processes
occurring in reality; mathematical solution inaccuracies; and cod-
ing errors (bugs). A pragmatic approach composed of three primary
validation constructs to investigate these errors has been widely
accepted in the building simulation field [25]:

• Analytical verification.
• Empirical validation.
• Comparative testing.

The second and third methods have been employed to validate
the fuel cell micro-cogeneration model. Prior to empirically vali-
dating the model, comparative testing was performed to verify the
model implementations. The first method, analytical validation, has
not been employed due to the complex nature of the devices and
the lack of appropriate analytic solutions for the relevant thermo-
dynamic processes.

A general principle applies to all three of these validation con-
structs. The simpler and more controlled the test case, the easier it is
to identify and diagnose sources of error. Realistic cases are suitable
for testing the interactions between algorithms, but are less useful
for identifying and diagnosing errors. This is because the simulta-
neous operation of all possible error sources combined with the
possibility of offsetting errors means that good or bad agreement
cannot be attributed to program validity.

4.2. Comparative testing

The fuel cell micro-cogeneration model has been indepen-
dently implemented into four simulation platforms. This provided
a unique opportunity to apply inter-model comparison testing to
diagnose mathematical solution and coding errors. A suite of 50
test cases, each carefully constructed to isolate a specific aspect of

the model, was created [28]. Collectively these test cases examine
every aspect of the model and exercise each line of its source code
implementations.

The comparison of simulation predictions between the four pro-
grams revealed numerous solution and coding errors that were
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(Note the scale of the y-axis.) Notwithstanding, the average, rms,
and maximum deviation between the simulation predictions and
measurements indicates excellent agreement overall (see Table 2).
These goodness-of-fit metrics show slightly higher deviation than

Table 2
Goodness-of-fit metrics for time-step simulation predictions for 1 of the 16 valida-
tion experiments.
I. Beausoleil-Morrison / Journal of

ubsequently addressed. As a result, this exercise has verified the
mplementations of the model: it can be stated with a high-degree
f confidence that the source code representations of the model
re error free. Consequently in conducting the empirical validation
ork, any discrepancies between simulation predictions and mea-

urements could be attributed to inadequacies in the mathematical
odel or to the calibration of its inputs.

. Empirical validation

Section 4 discussed the technique used to verify the source-code
mplementations of the model. One of the simulation platforms
ssessed in this effort, ESP-r [29,30], is applied in this section.

Section 3 summarized how the model has been calibrated to
epresent the performance of a 2.8 kWAC SOFC micro-cogeneration
evice using experimental data from the calibration experiments.
he current section contrasts simulation predictions and mea-
urements that were taken in a disjunct set of experiments (the
alidation experiments). Given the above argument, any observed
isagreement between simulation predictions and measurements
rom these 16 validation experiments must be attributable to errors
n the mathematical model and/or its calibration and/or in the mea-
urements.

.1. Time-step comparisons for one experiment

Four boundary conditions fully define the operational state of
he micro-cogeneration device:

The AC power production (see PAC in Eq. (3)).
The flow rate of water through the heat exchanger (see Ṅw in Eq.
(6)).
The temperature of the cold water at the heat exchanger inlet
(see Tw-in in Eq. (2)).
The temperature of the air supplied to the FCPM (see the Ḣair term
in Eq. (1)).

These boundary conditions were maintained as constant as pos-
ible during each of the 16 validation experiments. Instantaneous
easurements of Pel, Ṅair, and Ṅfuel were taken every second and

he averages over the minute were logged to file. All other mea-
urements were taken every 15 s and the minutely averages logged.
ig. 5 plots the 1-min averages of two of the boundary conditions
PAC and Tw-in) over the 10-min duration of one of the validation
xperiments. The error bars in the figure represent the instrumen-
ation bias errors.

A simulation model was configured to replicate this experiment.
he boundary conditions supplied to the simulation model were
quivalenced to the 1-min-averaged measurements and a simula-
ion conducted with a 1-min time-step. This boundary condition
quivalencing is illustrated in Fig. 5.

By equivalencing the boundary conditions, direct comparisons
ould then be made between the simulation predictions and the
easurements. In keeping with the accepted validation method-

logy’s tenet of simplicity, the FCPM’s net DC power production
Pel) is the first parameter compared. Pel is calculated with Eqs. (3)
nd (7) using the ui coefficients and subject to the PAC boundary
ondition. Therefore, disagreement between the simulation pre-
ictions and the measurements would indicate that either or both
f these equations were inadequate to represent the performance

f the system, that the calibration of the ui empirical coefficients
as deficient, or that there were inaccuracies in the solution of the

quations.
The top-left corner of Fig. 6 compares the simulation predictions

f Pel to the measurements. For presentation clarity the measured
Fig. 5. Equivalencing simulation boundary conditions to replicate measurements.

and simulated quantities have been slightly offset from each other
along the x-axis. The error bars associated with the measured points
represent instrumentation bias errors.

The figure also includes error bars on the simulation predic-
tions. Section 3 described the procedures that were used to calibrate
the model using measured data. The model’s equations did not
perfectly regress these measured data. For example, it was found
that the calibrated ui coefficients could result in up to 0.2% error
(see Table 1) in the prediction of �PCU using Eq. (7). Furthermore,
uncertainty in the simulation program’s prescribed PAC boundary
condition would propagate into the prediction of Pel using Eq. (3),
augmenting the uncertainty in the application of Eq. (7). These
uncertainties were propagated using a root-sum-square method
[21,22] to estimate the uncertainty associated with the simula-
tion predictions. Thus the error bars associated with the simulation
predictions represent the combined uncertainty due to boundary
conditions and calibration inaccuracies.

As can be seen from the top-left corner of the figure, the
simulation predictions agree with the measurements within the
uncertainty associated with the boundary conditions and cali-
bration. Furthermore, the simulation predictions agree with the
measurements within the instrumentation bias error at 7 of the
10 1-min intervals. The exception occurs at both the beginning
and end of the experiment, where the simulation produces a
slightly greater variation in Pel from one time-step to the next.
Average error Rms error Max error

Pel 0.3% 0.4% 0.8%
Ṅfuel 2.2% 2.2% 2.9%
(UA)eff 1.4% 1.7% 3.5%
qHX 6.7% 6.7% 8.0%
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Fig. 6. Time-step comparisons of four ke

ere observed with the calibration of Eq. (7) (see Table 1) and
igher deviation than seen with the PAC boundary condition. How-
ver, it can be stated that agreement is very good, with a maximum
eviation between simulation and measurement of less than 1%.

The comparisons illustrated in Fig. 6 involve greater interactions
etween algorithms (i.e. less simplicity) as one moves from left to
ight and from top to bottom. The top-right corner compares the

imulation predictions of the fuel consumption to the measure-
ents. This comparison examines the same aspects of the model as

he preceding Pel comparison, in addition to Eqs. (4) and (5) and the
i empirical coefficients (refer to Section 2.3). Once again, the sim-

Fig. 7. Time-averaged comparisons of four key simulati
ulation predictions for one experiment.

ulation predictions agree with the measurements within the model
uncertainty at each of the 1-min intervals. The instrumentation
bias error is only 2% of the measured gas flow for this experiment.
Notwithstanding, the simulation predictions agree with the mea-
surements within the instrumentation bias error at a number of
the 10 1-min intervals and the goodness-of-fit metrics indicate an
excellent prediction overall (see Table 2).
The bottom-left corner of Fig. 6 compares the simulation pre-
dictions of the heat exchanger’s (UA)eff value to the measurements.
This examines the validity of the form of Eq. (6) and the hxs,i coef-
ficients. It is worth noting that there was no condensation of water

on predictions for the 16 validation experiments.
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Table 3
Goodness-of-fit metrics for simulation predictions for the 16 time-averaged valida-
tion experiments.

Average error Rms error Max error

Pel 0.2% 0.2% 0.5%
Ṅfuel 1.2% 1.9% 6.1%
(UA)eff 5.4% 6.0% 9.5%
qHX 7.9% 8.4% 12.2%
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�net-AC 1.2% 1.8% 5.8%
�th 8.5% 8.8% 13%
�cogen 5.3% 5.6% 8.9%

apour within the heat exchanger during this experiment. In addi-
ion, it stresses the aspects of the model that establish Ṅg . The
imulation predictions agree with the measurements within both
he model uncertainty and the instrumentation bias error at each
f the 10 1-min intervals. The goodness-of-fit metrics are similar in
agnitude to those for the calibration of the hxs,i coefficients (see

able 1).
The bottom-right corner of Fig. 6 compares the simulation pre-

ictions of the useful thermal output (qHX) to the measurements.
his examines the combined influence of most aspects of the
odel. Of particular significance is the large uncertainty associ-

ted with the qskin-loss and qFCPM-to-dilution terms of Eq. (1) energy
alance. Although all measurements lie within the model’s uncer-
ainty, as can be seen in the figure, the simulation predictions
ie outside the measurement bias uncertainty at all points. How-
ver, the goodness-of-fit metrics given in Table 2 are reasonable
iven the uncertainty associated with the calibration of the two
forementioned heat loss terms: the maximum deviation between
imulation predictions and the heat flow derived from measure-
ents is 8%.

.2. Time-averaged comparisons for 16 validation experiments

The 16 validation experiments varied in duration from 10 min
o over 10 h (long experiments were required when condensation
ormed in the heat exchanger for reasons explained in [13]). The
ear-constant boundary conditions were time-averaged over each
xperiment and a simulation model was configured to equivalence
hese conditions. This resulted in simulation predictions for 16 sets
f time-averaged boundary conditions. Averages were then formed
rom the measured data sets for the same parameters previously
xamined in the single experiment.

These comparisons are illustrated in Fig. 7. The quantities
erived from the measurements are plotted along the x-axis while
he simulation predictions are plotted on the y-axis. The diagonals
epresent the line of perfect agreement. The error bars in the x-
irection represent the uncertainty at the 95% confidence level of
he time-averaged quantities derived from the measurements. The
rror bars in the y-direction represent the estimated uncertainties
f the model due to uncertainties in boundary conditions and the
alibrations. The goodness-of-fit metrics are presented in Table 3.

The top-left corner of Fig. 7 compares the simulation predic-
ions of Pel to the measurements. The simulation predictions agree
ith the measurements within the model uncertainty for all 16

xperiments. Furthermore, the model agrees with the measure-
ents within the measurement uncertainly at the 95% confidence

evel for 14 of the 16 experiments. In one of the outlying experi-
ents the simulation prediction is within 2 W of the measurement

ncertainty whereas in the other it is within 1 W.

In general terms, the simulation predictions deviate further

rom the measurements as complexity increases. Moving from left
o right on the graph and from top to bottom involves greater
nteraction between algorithms and this affords the possibility of
ncertainty propagation. Notwithstanding, for 13 of the 16 exper-
Fig. 8. Exhaust-gas-to-water heat exchanger.

iments the simulation predicts the fuel consumption to within the
measurement uncertainty at the 95% confidence level (top-right
corner). In all experiments the simulation predicts the fuel con-
sumption within the model uncertainty. And for all 16 experiments
the simulation predicts the heat exchanger’s (UA)eff to within both
the model and the measurement uncertainty at the 95% confidence
level (bottom-left corner).

Although the qHX predictions generally agree with the measure-
ments within the model uncertainty (see bottom-right corner of
Fig. 7), it appears that there might be a systematic bias. For 15
of the 16 experiments the simulation predicts less heat transfer
that the value derived from the measurements and in all but two
experiments the simulation predictions lie outside the measure-
ment uncertainty at the 95% confidence level. The average deviation
between the simulation predictions and the values derived from
measurements is 330 W (∼8%) and in one experiment the differ-
ence is more than 600 W (12%). The four experiments in which
water vapour from the gas stream condensed in the heat exchanger
produced the greatest values of qHX. These experiments show some
of the greatest deviation between simulation predictions and mea-
surements. As explained earlier there is considerable uncertainty
associated with the calibration of this aspect of the model (refer to
Table 1).

Further analysis of the measured data was performed to explore
this potential systematic bias. This is best explained by examin-
ing the schematic representation of the heat exchanger given in
Fig. 8. In the previous work [13] the temperatures of all four state
points illustrated in this figure (two in the gas stream, two in the
liquid water stream) were used to calibrate the heat exchanger’s
(UA)eff (refer to the sensible term in Eq. (2)). The model assumes
that the heat loss from the heat exchanger to the ambient is negligi-
ble and that the heat capacity of each fluid stream remains constant
through the heat exchanger. Consequently, when no condensation
is forming the heat transfer from the hot product gases to the liquid
water stream can be calculated with measurements of only the two
liquid water state points or only the two gas state points, that is

qHX = (ṄĉP)w(Twater-out − Twater-in) = (ṄĉP)g(TFCPM-cg − Tg-out) (9)
where (ṄĉP)w is the product of flow rate (kmol s−1) and heat capac-
ity (J kmol−1 K) of the liquid water stream flowing through the
heat exchanger; (ṄĉP)g corresponds to these quantities of the gas
stream.
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the simulation predictions of the thermal efficiency agree with
the measurements within the uncertainly at the 95% confidence
level for 5 of the 16 experiments and the measurement and model
ig. 9. Contrast of qHX derived from measurements from heat exchanger’s liquid
ater and gas streams.

The qHX values plotted in Fig. 7 are derived from flow rate and
emperature measurements taken on the water stream side of the
eat exchanger (the left side of Eq. (9). To explore the apparent
ystematic bias revealed in the bottom-right corner of Fig. 7 the
HX values were derived again, but this time using the flow rate
nd temperature measurements taken on the gas side of the heat
xchanger (the right side of Eq. (9)). The result of this analysis is
llustrated in Fig. 9. For each of the 12 experiments during which
here was only sensible heat transfer, this figure contrasts the qHX
alues derived from the two sets of measurements. It also plots
he qHX value predicted by simulations with the calibrated model.
nce again, for presentation clarity the three sets of data have been

lightly offset from each other along the x-axis.
As can be seen, in most of the experiments there is a considerable

iscrepancy between the water-side and gas-side measurements.
n all cases, measurements taken on the water side of the heat
xchanger resulted in higher values of qHX (by up to 750 W). How-
ver, in the majority of experiments the water-side and gas-side
easurements agreed within the measurement uncertainty at the

5% confidence level. In 11 of the 12 experiments the simulation
redictions lay in between the values derived from the water and
as stream measurements. And in all cases the range of the model
ncertainty overlaps with the uncertainty ranges of the measured
ata.

Based upon these observations it is possible that the error bars
n the bottom-right of Fig. 7 underestimate the true experimen-
al uncertainty. These error bars, representing the uncertainty at
he 95% confidence interval, were calculated through the propa-
ation of bias errors and measurement precision indices through
root-sum-square method [21,22]. The bias errors were estab-

ished mainly based upon instrumentation specifications. In some
ases instruments were calibrated and in other cases additional bias
rrors were assigned based upon judgement. As such, the uncer-
ainty bars in the figure represent the errors associated with two

alibrated type-T thermocouples (bias errors of 0.1 ◦C) that mea-
ured Tw-in and Tw-out and a water flow meter to measure Ṅw (bias
rror of ∼2%). It is possible that the instrumentation bias errors
ay have in fact been greater than the manufacturer specifications
Fig. 10. Time-averaged comparisons of net AC, thermal, and cogeneration efficien-
cies for the 16 validation experiments.

or instrumentation calibration estimates. Or, that the placement of
one or more of the thermocouples may have biased the readings,
i.e. it may not have been reading the intended state point.

The final check on the model’s validity is made through exam-
ining the predictions of three key outputs, the net efficiencies
for electrical, useful thermal, and total output from the micro-
cogeneration device

�net-AC = PAC

Ṅfuel · LHVfuel
(10)

�th = qHX

Ṅfuel · LHVfuel
(11)

�cogen = �net-AC + �th (12)

These three efficiency values would be of prime importance
in a simulation-based assessment of the performance of micro-
cogeneration systems. As their calculation depends upon the
interaction of all aspects of the model, this is perhaps the most chal-
lenging comparison of simulation predictions to measurements.
The comparison of the simulation predictions of these quantities
with the values derived from the measurements are illustrated in
Fig. 10 and the goodness-of-fit metrics are presented in Table 3.
The thermal efficiencies are derived from the measurements on
the liquid water stream using the left side of Eq. (9).

As can be seen, simulation predictions of the electrical efficiency
are in better agreement than those for the thermal efficiency. As
explained earlier, the error bars representing the uncertainty at the
95% confidence interval possibly underestimate the experimental
uncertainty in deriving the thermal efficiency. Notwithstanding,
uncertainties overlap for all experiments. And for 11 of the 16
experiments the simulation predicts the total efficiency within the
measurement uncertainty at the 95% confidence level while the
measurements are within the model uncertainty in all cases.
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. Conclusions

This paper has examined the validity of a mathematical
odel—and its calibration to a particular device—for simulating

he performance of SOFC micro-cogeneration systems. Pertinent
spects of the mathematical model were described and the meth-
ds used to calibrate the model (i.e. establish its inputs) using
ata gathered through 45 experiments conducted with a proto-
ype 2.8 kWAC SOFC micro-cogeneration device were presented.
he methodology used to validate the model, including verifying
ts implementation into the source code of building simulation
rograms, was then elaborated. This described how inter-model
omparative testing was used to eliminate coding and solution
rrors.

The paper then described how measured data from 16 exper-
ments (disjunct from the 45 experiments used to calibrate the

odel) were used to empirically validate the model and its cal-
bration. It showed how simulations were equivalenced with
xperimental conditions and how measured values and quantities
erived from the measurements were compared to simulation pre-
ictions. The propagation of measurement uncertainties as well
s the propagation of uncertainties in boundary conditions and
alibration coefficients into model predictions were considered in
hese comparisons. These comparisons spanned a range of model
arameters, progressing from the simplest case in which only a
mall subset of the model was exercised, to the complex which
nvolved the concurrent operation and interaction of all aspects of
he model.

The paper identified the aspects of the model with the great-
st uncertainty, that is the calculation of parasitic thermal losses
nd the condensation of the exhaust-gas’ water vapour within the
eat recovery device. The paper explained how this uncertainty
ould propagate errors into simulation predictions of the useful
hermal output. Although this parameter produced the greatest
eviations between measurements and simulation predictions, the
redictions generally agree with the measurements within the
odel uncertainty. And in all experiments the range of model

ncertainty overlaps with the uncertainty ranges of the measured
ata.

Good agreement between simulation predictions and measure-
ents was found for other key parameters (e.g. net DC power

roduction, rate of fuel consumption, energy conversion efficien-
ies) over the range of the 16 experiments. Consequently, it is
oncluded that the form of the mathematical model can accurately
epresents the performance of SOFC micro-cogeneration devices
nd their sub-systems. Furthermore, it has been demonstrated that
ith the calibration constants determined by [13] the calibrated
odel can accurately represent the performance of a prototype

.8 kWAC SOFC micro-cogeneration device. Detailed performance
ssessments can now be performed using this calibrated model to
xamine the applicability of this device for supplying building elec-
rical and thermal energy requirements. Additionally, the model
an be calibrated to represent the performance of other prototype
OFC micro-cogeneration devices using the techniques elaborated
y [13].
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